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Abstract— This paper describes the new multicast protocol
MλT, supporting QoS requirements. MλT is dedicated to any QoS
parameter λ that is either additive (e.g., delay), or convex (e.g.,
available bandwidth). MλT constructs a multicast tree connecting
a group of users such that, for any user x, the QoS λ supported
by the path from the root of the tree to x is optimized under
some constraints of bounded control traffic. Simulations on the
UUNET network topology, as well as simulations on network
topologies obtained by INET-3.0, show that MλT performs in
average significantly better than QoSMIC, RSP strategies (e.g.,
CBT and PIM-SM), and greedy strategies.

I. INTRODUCTION

Multicast protocols are the basic support for multi-
users applications (e.g., white-board, video-on-demand, video-
conferences, etc.) in which more than two users, possibly
hundreds, interact. In most of the existing protocols, com-
munications are performed through trees connecting all the
users sharing the application [1], [2]. Several methods have
been proposed for constructing multicast trees offering good
cost vs. performance ratio, the main difficulty arising from the
dynamics of the users group (i.e., users can join and leave the
group at their convenience). On-line decentralized protocols
can be roughly classified as shortest paths (e.g., CBT [3], and
PIM-SM [4] ), or greedy (e.g. QoSMIC [5], and YAM [6]). In
the former case, the multicast tree is composed of the union of
the (possibly reverse) shortest paths connecting some specific
node (called “source” or “core”) to every member of the
group. In the latter case, a node joining a group is connected
to its closest node in the current tree. Some of these latter
protocols support QoS requirements by considering several
possible routes connecting the joining node to the tree, and
selecting the most appropriate one according to the considered
QoS parameter (minimizing more than a single QoS parameter
is a much more difficult task [7]).

In this paper, we describe the new multicast protocol MλT
(for Minimal λ-Tree). Its periodic activation allows to maintain
a multicast tree that spans the group of users, and such that
a specified QoS parameter λ along the route from the core
to each member is optimized. The optimization of the QoS is
performed under some constraints of bounded control traffic.
More precisely, if a route in the tree does not have the optimal
QoS, then the length of a route with better QoS is longer than
a given threshold. The lengths of the routes are controlled by
two parameters � and r whose values are fixed a priori. MλT
only considers routes from the core s to each member x whose
length is at most

� · d(s, x) + r (1)

where d(x, y) denotes the distance (i.e., number of hops) be-
tween two nodes x and y. MλT applies to any QoS parameter
that is either additive or convex. More precisely, let λ(e) be the
QoS parameter corresponding to link e. The QoS parameter of
a route R = (e1, e2, . . . , ek) must satisfy either

λ(R) =
k∑

i=1

λ(ei) (additive version) (2)

or
λ(R) = max

1≤i≤k
λ(ei) (convex version).

The additive version corresponds to, e.g., the delay, whereas
the convex version corresponds to, e.g., the available band-
width (by setting λ = 1/available bandwidth). When two
routes R1 and R2 are to be compared, MλT selects the one
that has the smallest value for λ, i.e., the route R ∈ {R1, R2}
such that

λ(R) = min{λ(R1), λ(R2)}. (3)

Given a tree T , the QoS of T is denoted by λ(T ), and its
value is recursively defined by

λ(T ) = max
1≤i≤k

(
λ(Ti) + λ(ei)

)

in the additive version, and by

λ(T ) = max
1≤i≤k

max{λ(Ti), λ(ei)}

in the convex version, where T is the union of k subtrees
T1, . . . , Tk whose roots are connected to the root of T by the
links e1, . . . , ek, respectively.

Roughly speaking, MλT explores all routes between the
core and the group members, whose lengths do not exceed
the threshold specified by Equation 1. Then MλT selects the
routes so that to obtain a tree T whose QoS λ(T ) is minimum
among all trees constructed with routes whose length satisfy
Equation 1. A more detailed description of MλT is given in
Section II.

We have performed simulations on Internet topologies:
UUNET and others, generated by INET-3.0 [8]. We have
compared the performances of MλT with those of QoSMIC,
RSP, and Greedy. Obviously, the larger � and r, the better
it is in term of QoS because more routes are taken under
consideration. However, the control traffic resulting from the
exploration of a large portion of the network counterbalances
the benefit of this exploration. There is an inherent trade-off
between the length of the routes (i.e., the values of � and r),



and the amount of control traffic. We show that the structure
of the Internet topology allows MλT to perform significantly
better than QoSMIC, RSP, and Greedy, even for small values
of � and r, that is for a limited increase of the control traffic.
These simulations are presented in Section III.

Finally, Section IV contains some concluding remarks.

II. THE MULTICAST PROTOCOL MλT

MλT is built upon a multiple-path routing protocol which
maintains a table Dv at each router v, such that Dv[i, x] is
the minimum length of the path connecting node v to node x
when leaving v through the i-th interface. For instance, at the
inter-domain level, BGP [9] stores this information at every
node. At intra-domain level, RIP [10] and OSPF [11] do not
store this information directly, but slight modifications of these
protocols would allow to keep track of it. Indeed RIP and
OSPF just discard all paths that are not the shortest. However,
longer paths are considered during the setting of the routing
tables, and one could easily keep track of the information about
these paths for the setting of the tables Dv’s.

Based on the multiple-path routing protocol, MλT is divided
into three phases.

1) Exploration phase. This phase starts at the root s of the
tree. The root operates like a core node or a rendezvous
point. It uses the current list of members of a multicast
group M , and starts an exploration of the network whose
goal is to traverse, for each member x ∈M , all the paths
from s to x whose length is at most � · d(s, x) + r.

2) Selection phase. This phase consists of selecting, among
all paths obtained during the exploration phase, the ones
which minimize the QoS parameter λ.

3) Construction phase. During this phase, the routing tables
of the multicast group M are set, so that all packets
follow the paths selected during the selection phase.

The formal description of these three phases is given in
Table I (only the additive version is described, the convex one
can be trivially obtained by modifying lines 27 and 29). The
current node is denoted by v, and its neighbors by ui. L is a
list, and L[i] is its i-th element. L ← L + y is the operation
which adds a new element y into the list L. Similarly, L ←
L − y is the operation consisting of removing the element
y from the list L. The list I stored at v contains, for each
destination x, the next node in the selected path from v to x.
MλT uses three types of messages:

1) Messages Mexpl are used during the exploration phase.
A message Mexpl is a triplet (T,D,L), where T is a
list of nodes belonging to the multicast group, D is the
list of all distances d(s, x) for all x ∈ T , and L is the
list of the already visited nodes. We assume that T and
D are in the same order, that is D[k] is the distance
corresponding to node T [k].

2) Messages Msel are used during the selection phase. A
message Msel is a triplet (S,Λ, L), where S is a list of
nodes belonging to the multicast group, Λ is the list of
QoS parameters corresponding to the nodes of S, and

L is the list of nodes in the path from the root s to the
current node v.

3) Messages Mcons are used during the construction phase.
A message Mcons is a pair (C,L), where C is the list of
nodes that the current node v connects to the multicast
tree, and L is the list of already visited nodes.

MλT starts at the root s (i.e., initially, v = s in the algorithm
of Table I) with an exploration message Mexpl = (T,D,L),
where T contains all members of the group, D contains all
distances d(s, x) for all members of the group, and L = ∅.
The current node v sends an exploration message Mexpl =
(T (i),D(i), L + v) on link i connecting v to its neighbor ui.
The lists T (i) and D(i) are set up as follows. Node x ∈ T is
added to T (i) if |L|+Dv[i, x] ≤ � · d(s, x) + r, where |L| is
the number of elements in the list L. Indeed, |L| + Dv[i, x]
is at least the length of any route following the nodes in L,
and going from v to x after leaving v by its ith interface.
The exploration phase completes at a node z receiving the list
T = {z}, i.e. z is the last element of the current list T .

When the exploration phase completes at node v, the selec-
tion phase begins at v. The current node v sends the message
Msel = (S,Λ, L) with S = {v} and Λ = {0} to the node
w from which it received the exploration message containing
the list L. When a node v has received all the messages
Msel = (S(i),Λ(i), L) from all its neighbors, it computes the
QoS parameter of the message Msel = (S,Λ, L) which will be
sent to w. The list Λ is set up using Equations 2 and 3, i.e. by
adding the QoS value λ(v, ui) to Λ(i)[j], and by selecting the
path which minimizes the QoS parameter λ among the values
Λ(i)[j] for all i’s. The messages Msel converge to the root s
which makes the final selection. Then, the construction phase
starts.

During the construction phase, the root s sends the messages
Mcons = (C(i), {s}) through its ith interface, where C(i) is the
set of nodes with minimum QoS parameter. Every node which
receives a construction message computes the lists C(i), and
construct the corresponding message M

(i)
cons, by selecting, for

each of its interfaces, the list of destination nodes that must
be reached through this interface. Once the construction phase
is completed, the tree is ready to transmit packets among the
multicast users.
Remark. In a normal use, it is necessary to run MλT regularly
in order to take into account the possible modifications of the
group, and to capture the dynamic nature of the traffic.

Lemma 1: MλT does not have loops.
Proof: A loop implies that a message Mexpl, Msel or

Mcons traverses twice the same node. In the case of a message
Mexpl = (T,D,L), the current node v is added to the list L of
visited nodes, and v checks L in order to not send a message
Mexpl to members of this list (see instructions 3 and 4). Thus,
there cannot be loops related to the exploration messages. A
selection message Msel = (S,Λ, L) is sent to the parent w of
the current node v. By construction of the list L, this parent
is unique. Thus, there cannot be loops related to the selection
messages. Finally, a construction message Mcons = (C,L) is
sent to a subset of nodes in the list contained in the exploration



Algorithm 1

1 Exploration phase:
2 /* Activated when v receives an exploration message Mexpl =

(T, D, L) from w, or when v is the root s of the tree.*/
3 L′ ← L + v;
4 For every v’s neighbor ui /∈ L do
5 T (i) ← ∅; D(i) ← ∅;
6 For every member x ∈ T do /* say x = T [j] */
7 If |L|+Dv[i, x] ≤ � ·D[j] + r then
8 T (i) ← T (i) + T [j];
9 D(i) ← D(i) + D[j];
10 If T (i) �= ∅, then send (T (i), D(i), L′) to ui;
11 If (T (i) = ∅ for all i) then
12 S ← ∅; Λ← ∅;
13 If v is a group member then
14 S ← S + v;
15 Λ← Λ + 0;
16 Send Msel = (S, Λ, L) to w;
17 End exploration phase.
18
19 Selection phase:
20 /* Activated when v has received a message M

(i)
sel =

(S(i), Λ(i), L) from all the neighbors through which it sent an
exploration message (T (i), D(i), L).*/

21 S ← ∅; Λ← ∅;
22 If v is a group member then
23 S ← S + v; Λ← Λ + 0;
24 For every group member x do
25 If S(i) �= ∅ then
26 S ← S + x;
27 λ ← mini(λ(v, ui) + Λ(i)[j]) for all pairs (i, j)

such that S(i)[j] = x;
28 Λ← Λ + λ;
29 I ← I + uk where k and j satisfy λ = λ(v, uk)+

Λ(k)[j] and S(k)[j] = x;
30 If v �= s then
31 L′ ← L− w;
32 Send Msel = (S, Λ, L′) to w;
33 Else
34 For every neighbor ui do
35 C ← ∅;
36 If there exists j such that ui = I[j] then
37 C ← C + S[j];
38 If C �= ∅ then send Mcons = (C, {s}) to ui;
39 End of selection phase.
40
41 Construction phase:
42 /* Activated when node v �= s receives a message Mcons =

(C, L) */
43 For every neighbor ui �= w do
44 C′ ← ∅;
45 For each node x �= v in C do
46 If (there exists j such that x = S[j] and ui = I[j])

then
47 C′ ← C′ + S[j];
48 If C′ �= ∅ then send Mcons = (C′, L + v) to ui;
49 End of construction phase.

TABLE I

THE MλT PROTOCOL

message Mexpl. Since the exploration messages do not induce
loops, the construction messages neither.

Lemma 2: MλT terminates.
Proof: The root s starts with the list of all members of

the multicast group. Upon reception of an exploration message,
the current node adds a node x to the list T in the message
Mexpl. This message will be sent to the neighbor ui if and
only if the distance 1+d(ui, x) is at most |L|+� ·d(s, x)+r.
At every stage, the same calculation is performed, using the
original distance starting from the root plus the number of
nodes already traversed (i.e., the number of elements in the
list L). Therefore, since the number of nodes traversed before
arriving at a node is bounded (cf. Lemma 1), the exploration
phase terminates. The selection phase terminates because the
messages eventually converge at the root. The construction
phase terminates because the list C is updated after checking
v �= T [i] (see instruction 45).

Using the two previous lemmas, one can prove the follow-
ing.

Theorem 1: MλT performs correctly, i.e., MλT returns a
tree T routed at s such that (1) all group members are in T ,
(2) the distance in T between s and any group member x is
at most � d(s, x) + r, and (3) the QoS of the route in T from
s to any group member x is minimal among all routes in the
network with length at most � d(s, x) + r.

Due to lack of space, the proof is omitted, but is straight-
forward by construction of the algorithm in Table I.

The next section presents simulation results on MλT. In
these simulations, the multiplicative parameter � was set to 1,
and we have studied the impact of the additive parameter
r. Having � > 1 gives more flexibility to find alternative
routes between nodes far apart in the network. However, since
we performed simulations on networks with relatively small
diameter, the influence of � was difficult to capture. Hence,
we mainly focused on the influence of r.

III. SIMULATIONS

We have performed simulations on realistic network topolo-
gies: the backbone topology of UUNET (UUNET was con-
structed after the Mapnet project from CAIDA association1),
and a topology generated by INET-3.0 [8]. UUNET is perhaps
the largest commercial network whose topological characteris-
tics are freely available. The UUNET backbone contains 129
nodes, its diameter (i.e., the maximum distance between two
nodes) is 7, and its mean node-degree is roughly 5.

INET-3.0 is a well know Autonomous System’s topology
generator, based on the information collected from the BGP
tables. The smallest topology generated by INET-3.0 has 3, 037
nodes. The topology that we generated has diameter 8, and its
mean node-degree is roughly 3.
Clustering coefficient. The average clustering coefficient is
an important parameter for the characterization of network
topologies. The clustering coefficient of node x is the ratio
between the number of links connecting the k neighbors of

1http://www.caida.org/tools/visualization/mapnet/.



x, and the maximum possible number of such links, i.e.,
k(k− 1)/2. The average clustering coefficient of a network is
simply the average of the clustering coefficients of its nodes. It
measures the probability for two neighbors to be connected. In
other words, the average clustering coefficient is an estimator
of the percentage of triangles (cycles of length 3) between the
nodes.

The average clustering coefficient of UUNET backbone is
roughly 0.25. The average clustering coefficient of our topol-
ogy generated by INET-3.0 is roughly 0.20. Therefore, for both
topologies, the percentage of triangles is high, that is, given an
edge, the probability that an alternative path of length 2 exists
between its two extremities is high. This property is generally
satisfied in Internet [12] (clustering coefficient of 0.24 at the
autonomous systems level, and 0.03 at the router level – this
latter value is large if we note that it is averaged over 320, 105
nodes).
Experimental scenarios. In order to test the behavior of MλT,
we have generated two sets of scenarios. Each scenario is
characterized by the way the values of the parameter λ at each
link were generated. One scenario generates integer values
of λ’s uniformly at random in [1, 100]. The other generates
integer values of λ’s in [1, 100], so that the probability of
choosing small values is higher. More precisely, the probability
of choosing λ = l is proportional to 1/l. This type of situation
is characteristic of the link-congestion, that is, few of the links
are overloaded, whereas most of the links are not. In UUNET,
we have generated 1000 scenarios, that is 1000 different setting
of the λ’s of the UUNET links. In INET-3.0, we have generated
100 scenarios only because of the large size of the network,
which induced time-consuming simulations.

We have then performed several experiments. For each
experiment, we have chosen the multicast group members
uniformly at random among all network’s nodes. Next, we have
computed the multicast tree T corresponding to this group,
according to the considered multicast protocol. Finally, we
have computed the parameter λ(T ) of the tree T .

The quality of a multicast protocol is estimated by the
following cumulative distribution function:

F (�) = Prob(λ(T ) ≤ �), (4)

where Prob(λ(T ) ≤ �) is the probability that λ(T ) is at most
�, i.e., the percentage of multicast trees T such that λ(T ) ≤ �.
Thus, a protocol A performs better than another protocol B
if the cumulative distribution function of A increases more
rapidly than the cumulative distribution function of B.
Message control vs. performances of MλT. We have first
studied the impact on MλT of the additive parameter r.
We have performed simulations in UUNET for both additive
and convex variants. We have considered r ∈ {0, 1, 2, 3}.
The results are displayed on Figure 1. We have displayed
five cumulative distributions, one for the each of the four
considered values of r, and one for the RSP protocol (the
latter for the purpose of comparison).

We first observe that, even for r = 0, MλT performs better
than RSP. For instance, in the additive case, 50% of the trees
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Fig. 1. Performances of MλT as a function of r in UUNET, for a group of
20 members

T constructed by RSP satisfy λ(T ) ≤ 145, whereas 50% of
the trees T constructed by MλT satisfy λ(T ) ≤ 125. This
phenomenon is due to the existence of several shortest paths in
UUNET. For r = 1, 2, and 3, we observe that 50% of the trees
T constructed by MλT satisfy λ(T ) ≤ 87, λ(T ) ≤ 80, and
λ(T ) ≤ 80 respectively. We have observed a similar behavior
of MλT in the convex case. That is, we have 50% of the
trees T constructed by RSP that satisfy λ(T ) ≤ 89, whereas
50% of the trees T constructed by MλT satisfy λ(T ) ≤ 86,
λ(T ) ≤ 66, λ(T ) ≤ 64, and λ(T ) ≤ 64, for r = 0, 1, 2,
and 3, respectively. (Note that the curves for r = 2 and r =
3 are perfectly identical). These experiments demonstrate the
following.

1. On one hand, the main improvement of MλT is obtained
when increasing r from 0 to 1. Increasing r from 1 to 2, or
from 2 to 3 has a relatively limited impact.

2. On the other hand, Table II displays the average number
of messages generated by MλT and the average number of
links used in the trees as a function of r. This table shows
that the number of control messages increases dramatically
with r.

We have observed a similar behavior for a uniform distri-
bution of the λ’s.

As a conclusion, the use of MλT with r = 1 is a good trade-
off between performances and cost. Therefore, throughout the
rest of the paper, all experiments are performed with r = 1.



Version r Nb. of messages Nb. of links
additive 0 83 27
convex 0 83 27
additive 1 975 33.8
convex 1 975 40.4
additive 2 10134 34.2
convex 2 10134 48.6
additive 3 89857 34.6
convex 3 89857 52.5

TABLE II

AVERAGE NUMBER OF MESSAGES AND LINKS AS A FUNCTION OF r.

MλT vs. RSP, Greedy, and QoSMIC in UUNET. We
have compared MλT with other construction techniques for
multicast trees. Recall that QoSMIC [5] performs as Greedy
but, to select the path with the highest QoS, QoSMIC also takes
into account the QoS of the shortest paths from a joining node
x to all nodes currently in the tree (we have considered local
search only).

Results are displayed on Figure 2. We first observe that the
behavior of RSP and Greedy are quite similar, independently
of the variants (additive or convex) and of the distribution of
λ.

In general QoSMIC performs better than RSP and Greedy,
but for the convex variant applied to a uniform distribution of
the λ’s. In this latter case, QoSMIC performs actually worse
than Greedy. This is due to the following situation. When a
new member x joins the group, Greedy connects x to the
closest (in number of hops) node in the current tree. In the
same situation, QoSMIC considers several connecting points
in the current tree, and chooses the one, say y, such that the
QoS of the path x, y (here the sum of λ’s for all edges of the
path) is minimum. However, y can be far away from the core
of the tree, and this implies that the depth of the resulting tree
can be much larger than the depth of the tree constructed by
Greedy. In the additive variant, a long path in the tree T will
yield a large value for λ(T ). This phenomenon can also be
observed when only few λ’s have large value, but only in a
limited extend. In the convex variant, this phenomenon was
never observed in our simulations.

In all four cases of Figure 2, MλT always performs sig-
nificantly better than QoSMIC. Actually, the benefit obtained
from using MλT instead of QoSMIC is larger than the benefit
obtained from using QoSMIC instead of RSP. Moreover,
Table III shows that number of control messages exchanged for
the construction of the tree by MλT is less than 3 times larger
than the number of control messages of QoSMIC, whereas the
number of control messages of QoSMIC is more than 10 times
larger than the number of control messages of RSP. Therefore,
for all practical instances in which QoSMIC performs better
that RSP, the use of MλT would bring even more benefits.

The reason for such a good behavior of MλT is the already
mentioned high average clustering coefficient of UUNET. The
large number of triangles in UUNET insures the existence of
a large number of different paths of length at most d(x, y)+1
between two arbitrary nodes x and y. Therefore, hot spots can
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Fig. 2. Comparison of multicast protocols in UUNET, for a group of 20
members



UUNET INET-3.0
Protocol Messages Links Messages Links

RSP 27 27 33 33
Greedy 314 27 4450 27

QoSMIC 357 29 8029 31
MλT, r = 1 975 34 2991 42

TABLE III

AVERAGE NUMBER OF MESSAGES AND LINKS FOR DIFFERENT PROTOCOLS

be easily overcame thanks to MλT, even for r = 1.
MλT vs. RSP, Greedy, and QoSMIC in INET-3.0. We have
performed the same experiments in a topology generated by
INET-3.0 (cf. Figure 3). Again, the large average clustering
coefficient of the topologies generated by INET-3.0 explains
why MλT performs significantly better than all its three
competitors. Moreover, Table III shows that the number of
control messages produced by MλT is smaller than for Greedy,
and significantly smaller than for QoSMIC. This is due to
the greedy technique used to construct the multicast tree in
both Greedy and QoSMIC. This greedy technique explores the
network at successive distances 1, 2, 3, . . . to eventually find
a connecting point for a new member. Now, the number of
nodes of the topology generated by INET-3.0 is more than 20
times larger than the number of nodes of UUNET. Moreover,
the INET-3.0 topology is very dense (large average degree and
high clustering coefficient). Finally, since the group members
were selected uniformly at random among all nodes, they are
far away from each others in average. Therefore, the distance
between a new member and the current tree is expected to be
large, yielding a large number of message for the connection.

IV. CONCLUSION

This paper has described the new multicast protocol MλT.
Our first sets of simulations indicates that MλT scales bet-
ter than QoSMIC, in the sense that the number of control
messages of MλT in large networks (e.g., the one generated
by INET-3.0) is smaller than the one of QoSMIC. Obviously,
MλT must be periodically activated to maintain a dynamic
QoS. To add new members, MλT must however be activated
on the whole tree. A more appropriate solution would consist
to interleave the use of MλT with the use of an on-line
aggregation protocol such as RSP.
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