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Abstract

This paper proposes the Tribe protocol, an indirect rout-
ing strategy for wireless self-organizing networks. The pro-
tocol is intended to be applied in environments with large
number of users, where mobility is taken into account, and
the correct operation of the system does not require the
support of a fixed (wired or wireless) infrastructure. In
Tribe, nodes build a network infrastructure which describes
the node’s relative location according to the current node’s
neighborhood. Furthermore, routing is unique and com-
pletely independent of any global connectivity ensured by a
network-level routing protocol. The architecture is generic,
self-organizing, and independent of IP-like addressing lim-
itations.

1 Introduction

Most of the laptops and personal digital assistants will
be equipped with radios enabling them to form spontaneous
wireless networks. Such self-organizing networks are sup-
posed to be unsupported by an underlying IP infrastructure
and independent of the IP-like hierarchical addressing. The
main reason is the need for frequent network addressing up-
dates caused by node mobility.

With IP, when a node moves from one subnetwork to
another, the network hierarchical addressing must be con-
tinuously updated. The Mobile IP [1] solution works well
if there is a fixed infrastructure supporting the concept of
“home agent”. When all nodes move, including the home
agent, such a strategy cannot be directly applied. An inter-
esting technique is to use multi-home agents in the same
network, where the corresponding database is distributed
among some home-agents. This approach do improve the
reliability of the system. Nevertheless, if all home agents
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move, the system will face the same problems described
above.

Tribe is a distributed systems without any centralized
control, in which all nodes have identical responsibilities
and all communication is symmetric. Nodes build an net-
work infrastructure which describes the node’s relative lo-
cation according to the current node’s neighborhood. Each
node has its own universal identifier and is assigned a tem-
porary identifier according to its relative location in the net-
work. In Tribe, each node of the network may play the role
of home agent, which is similar, in some concepts, to the
Mobile IP architecture. Nevertheless, in our approach, the
home agent functionality is completely distributed and can
be executed by any node in the network. Furthermore, the
routing process is assured even when the home agent moves
or fails and routing information is completely distributed
throughout the network.

The indirect routing strategy of Tribe is similar to recent
document location architectures for peer-to-peer networks
like CAN [2], Chord [3], Tapestry [4], and Pastry [5]. In
these systems, however, routing is performed at the appli-
cation level and is completely dependent on a global con-
nectivity ensured by a network-level routing protocol, like
IP. Tribe is not an overlay network. Tribe routing is per-
formed of an unique manner and is completely independent
of a protocol at the network-level.

Terminodes [6, 7] and Grid [8, 9] projects, built around
the concept of geographic routing, propose a routing infor-
mation distribution which is similar to our Tribe location in-
formation distribution mechanism, in that they use a transla-
tion function to distribute information in the topology. The
key difference is that they use geographic information to
construct the topology and perform routing. Tribe, instead,
is completely independent of any geographic information
and the topology is a virtual network representation, where
nodes are identified by their neighborhood in the physical
network. Terminodes also proposes a GPS-free position-
ing for the situation where GPS is not available. This pro-



posal uses distance measurements between nodes to build a
coordinate system in order to locate nodes in the network.
In Tribe, node position reflects their relative location in the
network and there is no need for any geographic positioning
system or distance measurements.

The rest of this paper is organized as follows. The main
properties of Tribe are discussed in Section 2. Section 3 de-
scribes the basic design for the Tribe indirect routing proto-
col. Section 4 specifies and describes the details of Tribe.
The node mobility is treated in the Section 5. Finally, Sec-
tion 6 concludes the paper.

2 Tribe properties

As stated before, the Tribe protocol takes advantage of
some characteristics of completely decentralized systems,
self-organizing networks, and propose an architecture inde-
pendent of any IP-like infrastructure. In the following, we
describe the basic characteristics of the Tribe protocol.

2.1 Distributed control

A number of novel network models, including interac-
tive smart devices [10], peer-to-peer applications [11, 12],
and pervasive environments in environments without infras-
tructure [13, 14], are inherently decentralized. An intrin-
sic characteristic of decentralized systems is the procedure
to distribute information and responsibilities, which should
be scalable and fault tolerant. In such systems, a mech-
anism is applied to distribute information and to identify
the node which is responsible for storing information that
could be retrieved by any node in the network. One tech-
nique, also applied by Tribe, is to use a hash function in or-
der to distribute information among the nodes in the topol-
ogy. Similarly, this technique can also be applied to identify
a node which is responsible for storing information (e.g.
the location) about any other node in the network. In this
way, routing information is completely distributed through-
out the network and the network can achieve scalability and
more dynamics.

2.2 Physical-Virtual association

Tribe creates a topology which is a virtual network rep-
resentation and reflects the relative location of nodes in the
network. Nodes that are neighbors at the created virtual
topology are also neighbors in the physical network. Thus,
routes created in the virtual topology will reflect real phys-
ical routes. We use the term “virtual” to indicate that the
addressing scheme used to identify nodes and to distribute
location information in the topology is the translation of an
address in the real addressing space – a universal identifier –

to an address in the addressing space employed at the cre-
ated Tribe topology – the relative address.

2.3 IP-independent addressing

Tribe is independent of a fixed IP-like addressing. A
hash function maps the universal node identifier into a valid
virtual address in a virtual addressing space. The virtual ad-
dressing space and the hash function should be chosen in
order to minimize the probability of two nodes having the
same virtual address. Based on the nodes’ virtual addresses,
their location information are distributed to the nodes in the
entire topology.

In Tribe, every node is assigned a region (in the virtual
addressing space) from on of its neighbors. The node region
indicates its relative location in the network and messages
are routed to the node whose region contains the searched
address. Every node knows the regions of its neighbors,
which will serve for routing on a per-hop basis. Thus, Tribe
requires only a small amount of routing information and re-
sults in low overhead since control messages are exchanged
among a node and its direct neighbors. This is the key of
the scalability of Tribe.

2.4 Self-organization

As stated before, our proposal is self-organizing and
does not require any fixed infrastructure. A self-organizing
architecture depends only on the correct operation of its
nodes, and does not require the existence of administra-
tive entities or dedicated servers. Furthermore, they are
non-authority based networks, i.e., they can act in an in-
dependent way from any administrative entity. In a self-
organizing network, nodes are not regularly distributed and
the network density is supposed to be heterogeneous [7].

Besides the self-organizing characteristic, Tribe has
some other properties. First, the arrival (and the departure)
of a node does not affect the global network structure and
the network adapts autonomously to the changes. Second,
the region assignment mechanism is the result of the coop-
eration of a group of nodes. Third, by knowing the universal
identifier of a destination node, the routing is performed in
a unique manner, independent of the distance between the
source and destination. Furthermore, this process depends
only on the node’s neighborhood.

3 Indirect Routing

In Tribe, routing is performed indirectly. We say that a
routing procedure is indirect when it is performed in two
phases. As we will see, this separation allows the network
to decouple the information about the location of a node



from the location itself. This approach has many advan-
tages. First, routing information can be completely dis-
tributed. This issue is important for achieving scalability
in large-scale networks. Completely decentralized peer-to-
peer systems that distribute routing information among the
nodes limit the routing overhead at each node. For instance,
CAN limits the number of routing information to ���� and
Pastry limits to �������, where � in the number of direct
neighbors of a node and � is the number of dimensions of
the CAN addressing space.

Another advantage of such an approach is that the net-
work supports more dynamics. Since the location informa-
tion concerns only few nodes, the overhead associated with
node mobility is also low. Indeed, when a node moves only
some other nodes must be informed about the new location
of the node and any other node which tries to communicate
with the node that moved must first contact the node which
has the updated location of the destination (i.e. the home
agent).

Tribe uses a topology-dependent routing technique. Ev-
ery node is identified by its position in the topology (the
neighborhood). This position is translated into an address,
which is assigned to the node. The only manner of forward-
ing a message to a destination is by using this address.

Every node in Tribe has three identifiers. The first, the
universal identifier� , is supposed to be known by any other
node and is network-level independent. It can be a word, a
numerical value, or even an IP address. The second iden-
tifier, the virtual address � , is a translation of � into the
Tribe’s virtual addressing space, � . This identifier is used
to forward a location query to the home node of the searched
node. The last identifier, the relative address �, is the cur-
rent topology-dependent address of the node. Figure 1 il-
lustrates the steps of Tribe’s routing procedure and, conse-
quently, the use of the described identifiers.

When node � wants to communicate with node �, it
first contacts the node which is responsible for storing the
relative address of node � (arrow 1 in the figure). 1 Call
this node � . Thus, � first sends a message to �� , which
is the node with the relative address numerically closest to
�� . Note that node � does not know �� , but it knows �� ,
which is a translation of �� (universally known). Node �
knows the relative address �� because node � has previ-
ously informed � about its current address. Node � acts
then as a “rendezvous” point where the location of node
� is stored. The particularity of this approach is that the
rendezvous point is distributed and depends on each desti-
nation. Node � responds to � with a message (arrow 2)
containing the relative address of node �, �� . Node � can
now communicate directly with � (arrow 3).

The indirect routing technique incurs some initial delay

1As stated before, the only manner of forwarding a message to a desti-
nation is by using its destination relative address.
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Figure 1. Routing steps in Tribe.

for retrieving the location information of the destination.
Nevertheless, nodes will experience this delay only once,
in the beginning of the communication. Furthermore, this
delay is compensated by a strong reduction of routing states
at the nodes. Many techniques can also be applied in order
to reduce this delay, like information replication, caching,
and message interception. These mechanisms will be sub-
ject of future work.

4 Tribe design

Tribe specifies how to locate nodes in the network, how
nodes join and leave the system, and how to recover from
node failure or mobility. In this section, we describe how
nodes are located and inserted in the Tribe topology. In Sec-
tion 5 we will present how Tribe deals with node mobility.

Tribe creates a network infrastructure which describes
the relative location of the nodes according to their neigh-
borhood. It specifies a distributed protocol which allows
nodes to manage independent regions of a virtual space.
Nodes that are physically close in the network also manage
close regions in the Tribe topology. Each node that arrives
in the network is associated to a control region of the vir-
tual addressing space � . In Tribe, we define � to be the set
of integers in the range ��	 �� � �	. The lower limit of the
received control region uniquely identifies the node in the
topology and is the relative address � of the node. Thus, �
is a topology-dependent address and describes the relative
position of a node according to its neighborhood.

It is important to note that Tribe topology is not an over-
lay network, where nodes communicate in an application-
level fashion, like CAN [2], Chord [3], Tapestry [4], and
Pastry [5]. Instead, Tribe operates at the network level and
is completely independent of a global connectivity ensured
by a network-level routing protocol like IP. Tribe creates a
topology which is a virtual network representation, where
nodes are identified by their neighborhood in the physical
network.



4.1 The Join Procedure

When a node arrives in the network, it receives a con-
trol region which will serve for two purposes: node identi-
fication and routing. We note the control region as � � 

�
�

� 	 

�

� �, where �
�

� 	 

�

� �� ��	 ���, and the relative ad-
dress of the node as �� 
 
�

� .2 A new node in the network
receives the control region from one of its neighbors. We
assume the existence of some bootstrap mechanism which
allows new nodes to identify their neighbors in the net-
work. This mechanism results in a list containing informa-
tion about all neighbors. Let �� 
 ���	 ��	 � � � 	 ��� be the
set of  nodes in the neighborhood of node �. The neighbor-
hood list �� of node � is defined as

�� 
 ����� 	��� 		 ���� 	��� 		 � � � 	 ���� 	��� 	�	

where��� is the control region managed by node � � , ��� �
��, i.e. ��� 
 �
�

��
	 
�

��
�.

The neighborhood list is used to determine which ex-
isting node in the neighborhood will give a portion of its
own region to the arriving node. Several factors must be
taken into account. This paper describes the most important
subset of the protocol functionalities. Other characteristics,
like node heterogeneity and intelligent space sharing, will
be subject of future work.

Tribe applies two criteria to attribute one region to a new
node. The first one is to select, among a set of candidate
neighbors, the node which will share its region. This node
will be the one which has the largest region. This node is
called the parent neighbor. Second, the assigned region is
the highest half part of the original region.

Again, let �� 
 ���	 ��	 � � � 	 ��� be the set of nodes
in the neighborhood of node � and � � be the corresponding
neighborhood list. The parent neighbor � � is chosen such
that

������ 
 �������� ��	 �� � ��	��� � ��	

where ����� � is the size of ��’s region:
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After receiving the region from � �, we have
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Similarly, the new control region of � � will be
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2For the sake of simplicity, we use the notation ���� � to represent
���� � ��.

Note that Tribe guarantees that the node’s relative ad-
dress � 
 
� uniquely identifies the node in the network
infrastructure and remains unchanged even if the node’s
control region is constantly divided.

4.2 The Register Procedure

After joining the network, the new node � has a relative
address ��. The next step is to identify the node which will
be responsible for storing its location information, i.e. the
home node of node �, ��. The operation of registering the
relative address in the corresponding home node is manda-
tory for every arriving node.

By using any well-known functions like SHA-1 [15],
each node hashes its universal identifier, � , and obtains
an �-bit universal identifier, � �. The length � must be
large enough to make negligible the probability of two
nodes being hashed to the same identifier. The �-bit iden-
tifier � � is then translated into the virtual addressing space
� 
 ��	 ���. This translation is performed through a classi-
cal linear congruential hash function:

��� �� 
 � 
 �� � � �� ��� ��	

where � and � are constants and � is the range of the hash
function. This hash function is known by all nodes partic-
ipating in the network. Note that by setting � as the whole
virtual addressing space � , � 
 ��, ��� �� accomplishes
with our purposes of distributing location information of
nodes in the entire topology.

The role of the home node is similar to the one of a home
agent in Mobile IP [1]. Nevertheless, our approach has a
dynamic nature – any node can be responsible for the in-
formation about the location of other nodes in the network.
Additionally, the control region of each node in Tribe topol-
ogy determines the virtual addresses and the associated lo-
cation information which the node is a home node and is
responsible for.

4.3 The Routing Procedure

Having obtained its control region, the new node � also
learns the relative addresses and control regions of its neigh-
bors. This neighborhood information will compose its rout-
ing table. In Tribe, a node routes a message by simple for-
warding to the neighbor whose region is the closest to the
searched relative address of the destination until the mes-
sages reaches the destination.

The arrival of a new node affects only a limited number
of existing nodes in a small part of the virtual space. The
number of neighbors and, consequently, the signaling over-
head, depend only on the node’s range and is independent
of the total number of nodes in the system. Furthermore,



a small amount of information suffices to implement Tribe
routing in the relative addressing space. Each node only
stores information about itself and about its neighbors (re-
gion and relative address). Messages with a given � or �
are forwarded hop by hop until they find the node whose
region contains the required address. For the consistency
of the distribution of the virtual space, when a node gives
a portion of its region, it updates its region and sends an
message to its neighbors. These neighbors also update their
respective table entries of the corresponding region.

4.4 The Location Procedure

In Tribe, the translation function ��� �� is also employed
by sources to locate a destination in the topology. This hash
function, as well as the universal identifiers of the nodes
in the network, are known by all nodes participating in the
topology. If a source, �, wishes to communicate to a desti-
nation, �, and � is unaware of �’s relative address, it must
first contact �’s corresponding home node, using �’s uni-
versal identifier. As stated before, messages can only be
routed using the relative address of the destination and con-
trol regions in the employed virtual space. Thus, � performs
��� �� and obtains �’s virtual address �	, which is used to
identify the home node of �, �	. Finally, node � contacts �	
and, after receiving the destination’s location information,
�	, it can communicate directly to �.

4.5 Exchanging control messages

Without loss of generality, we use a simple example
to show how nodes exchange control messages. Consider
the topology shown in Figure 2, where the control regions
of each node are represented. Recall that the nodes are
uniquely identified by the lower limit of the respective con-
trol regions. The dashed lines indicate the kinship between
two nodes.

64 96[2   ,2    [

[0,2    [ 64

96 103[2   ,2     [ 110 128j=[2    ,2     [

103 110i=[2    ,2     [

n

Figure 2. Tribe topology.

When node � arrives, it applies the bootstrap mechanism
to identify its neighbors. In our example, node � receives
information about nodes � and � and computes �
. Node �
sends then a Join message to nodes � and � containing �


������� � ���	 �

�

� 	 

�

� 	�	 � � �
�

Thus,
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� 	�	 ��� 	 �

�

� 	 

�

� 	�� 


������	 �����	 ����	�	 �����	 �����	 ����	��

The Join message will be received by both � and � and
will be used to determine which one will divide its region
with node �. As previously described, this node will be the
one with the largest region. Since ����� � �����, node
� will discard the Join message and node � will assign its
higher half region to node �, using the Assign message.
When a node gives a portion of its region, it updates its re-
gion and sends an Update message to its neighbors. Since
every node keeps information about its neighbors, they will
also update their new region information. The resulting
topology is shown in Figure 3.
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Figure 3. Topology after the arrival of �.

After being assigned a region, node � needs to regis-
ter itself in the home node. Suppose that ��� �� 
 �
 

����. Node � sends a Register message toward the node
whose control region contains �
, in this case, ��� 
 ���.
The Register message contains the received relative ad-
dress �
, its universal identifier �
, and the corresponding
virtual address �
.

When the source, �, �� 
 �, wants to send data to the
destination, �, �	 
 ����, and has no idea of �’s relative
address, it contacts �’s corresponding home node by using
�	. This virtual address, together with �	, are placed into a
Search message that will be sent toward the node whose
region contains �	 (the home node), in this case ��� 
 ���.
The Search message also contains the source’s univer-
sal identifier �� and the corresponding relative address ��.
What � seeks is exactly the relative address, �	, of the des-
tination.

When the home node ��� receives the Search mes-
sage, it can take two different actions. First, if it does not
know the relative address of the destination and replies with
a Fail message, indicating that the searched node does
not exist or is not registered. Second, if the home node
knows the location of the searched node, it replies with a
Located message containing the relative address of the
researched destination.

5 Mobility and Region Reassignment

In practice, Tribe needs to deal with mobile nodes that
join or leave voluntarily the network. With node mobility,
two operations must be performed. First, the control region



of the moving node must be taken over by one of the re-
maining nodes. Second, this node must be assigned a new
region in the new location.

5.1 Region Reassignment

When a node moves, it explicitly hands over its control
region and the associated location information database to
its parent neighbor. This operation is crucial and, if not cor-
rectly performed, may provoke some inconsistencies at the
Tribe system. We propose a region-reassignment mecha-
nism which is executed each time the control region of a
leaving node cannot be smoothly merged with its parent
neighbor’s region. A reassignment operation is said to be
smooth when that two control region (leaving node and its
parent) and the region of leaving node’s remaining children
form a contiguous region. Beside that, the parent must be
also neighbor of remaining child which the control region
is contiguous to leaving node’s region. This is illustrated
in Figure 4. In this case, the leaving node gives its control
region to its parent (Figure 4(a)). Nodes � is the leaving
node’s child. The parent sees the child �, which has the
control region contiguous to the leaving node’s region. Be-
side that, the control region of leaving node, of its parent,
and of its child � form a contiguous region. In this case,
the node mobility will cause no impact on the organization
of the topology. Additionally, the parent neighbor will es-
tablish a kinship link between it and the leaving node’s re-
maining child and no other operation will be required.

leaving
node

parent
neighbor

line of sight

kinship

A

(a)

neighbor
parent

A

(b)

Figure 4. Smooth reassignment.

In the ideal situation, each node manages one control re-
gion. Nevertheless, due to the network dynamics, this is
difficult to obtain. In some situations, the leaving node and
its parent do not form a contiguous region and the leaving
node’s remaining children become unreachable via the rout-
ing protocol. It is then fundamental to keep the correct ex-
ecution of the routing procedure and to ensure that the for-
mer neighbors of a mobile node remain reachable through
some valid path. Our mechanism allows to uniform the re-
gion partitioning, in order to achieve load balancing, and to

ensure the correct execution of the routing procedure.
We propose an region reassignment algorithm that aims

at maintaining Tribe operational even if parent neighbors
deal with discontinuous control regions. Additionally, in
order to converge to one control region per node, new nodes
joining the network will be assigned control regions that
have been previously owned by other mobile nodes.

When a mobile node leaves its neighborhood, 3 it sends
to its parent neighbor its control region, its associated lo-
cation information database, and its neighborhood list, con-
taining the relative address and control regions of its neigh-
bors. In this list, the mobile node also points out the neigh-
bors which are the mobile node’s children. If the par-
ent neighbor cannot merge its control region with the re-
ceived region (smooth reassignment), it executes the region-
reassignment algorithm.

The stability of the system, and of the routing protocol, is
assured by the continuity of the regions inside the topology.
The system must guarantee that after a node departure every
message addressed to one of its children will be correctly
delivered. The parent neighbor of the leaving node must
then establish alternative paths to the nodes that have lost
their kinship.

Based on the received neighborhood list, the parent
neighbor performs a limited flooding by sending a Dis-
cover message to the node whose control region is con-
tiguous to the handed over control region. Upon reception
of the answers to the Discover message – called Path
messages – and based on the received neighborhood list,
the parent neighbor selects the node whose list of neighbors
is the closest to the leaving node’s list. The selected Path
message conveys the relative addresses of every node tra-
versed and, consequently, informs the number of hops in
the path.

The region-reassignment mechanism at the parent neigh-
bor clones every node in the selected path and establish an
alternative route by using existing nodes in order to replace
the previous path. Thus, each node belongs to the main
topology and eventually to some other virtual paths. The
control region handed over by the leaving node is divided by
the nodes that will form the virtual path. Thus, each result-
ing subregion is assigned to one different clone. The subre-
gions will be distributed, in an increasing order, among the
clones from the parent neighbor to the searched node in the
Path message. Note that a node can be a clone of several
handed over control regions.

Under that new scenario, one node that was cloned
will be responsible for managing the location information
database associated to its original control region and to its
received new subregion. During the routing procedure, a

3We also assume the existence of some bootstrap mechanism which
allows nodes to previously determine if they will lose the connectivity with
their parent neighbor. This is beyond the scope of this paper.
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Figure 5. Moving of node � in Tribe topology.

clone first verifies if it can route using one of its subregions.
If not, it uses the original region. Figure 5 shows how the
region-reassignment mechanism is executed. First, node �
hands over its control region, its associated database, and its
neighborhood list �
 to its parent neighbor �
.

Node �
 sends a Discover message implicitly des-
tined to node �� � �
, whose control region is contigu-
ous to �
. Thus, ��� 
 � and 
�

��

 
�


 � �, where

�
��
� ��� and 
�


 � �
.
When node �
 receives the Path messages from node

�� , it selects which one contains the highest number of �’s
neighbors in the path between �
 and �� , ����
�� ,

�������� 
 ���������	�
��	�� 
 ��� 	 � � � 	 �� 		

where �� � ����
�� , �� 
 �
, �� 
 �� and ������ 	
�
��	� is the number of �’s neighbors in the Path mes-
sages received from �� .

Consider the scenario illustrated in Figure 5(a), where
�������� 
 ����
	 ����	 ��

�. Node �
 divides the
handed over�’s control region�
 into three parts and gives
one part to each of the nodes to be cloned. Thus, each clone

will be assigned one subregion �
�
�


 , ��
�
�


 � �
. The loca-

tion information databases associated to the subregions �
�
�




are sent to the correspondent clones.
Note that the departure of node � neither compromises

the correct operation of the Tribe routing procedure nor
causes any location information loss. Figure 5(b) shows the
distribution, in increasing order, of the resulting subregions
among the clones in the scenario discussed above.

In parallel with the cloning procedure, the region-
reassignment mechanism is also responsible for retaining

one control region per node. Thus, each time that a new
node arrives in a location that has been previously occu-
pied by another node, the parent neighbor verifies if the
new node is appropriate to receive the previous handed over
control region. The parent neighbor compares the neighbor-
hood lists sent by the previous mobile node, before its mov-
ing, and by the new arrived node. If the new node is also
a neighbor of the node which the control region is contigu-
ous to the previous node, the parent neighbor regroups the
subregions distributed to the clones and assigns the result-
ing region to the new node, as in the Tribe join procedure.
The clones are then undone, and the location information
database associated to the regrouped region is also sent to
the new node. If, however, the new node can not be used
to restore the previous region assignment, a region will be
attributed to it, according to the described Tribe join proce-
dure execution.

5.2 New assignment

Once the mobile node arrives at a new neighborhood, it
restarts the Tribe join procedure, which assigns a new con-
trol region to the node, corresponding to its new location.
The node’s universal identifier and, consequently, its virtual
address remain unchanged. However, the node’s relative
address is assigned the lower limit of the new received con-
trol region. This new location information is updated with
a Register message at the correspondent home node,
whose identification also remains unchanged. In order to
avoid the loss of transit messages with the node’s previous
relative address, the node also sends a Register mes-
sage conveying its new location information to the previous



parent neighbor, also called secondary home node, which
assumed its former control region. The secondary home
node stores the current node’s relative address, its universal
identifier, and the corresponding virtual address, both un-
changed. This location information is stored during a timer
period, and it is dropped when the timer goes off. Finally,
according to the Tribe’s routing procedure, messages sent to
the previous relative address are received by the secondary
home node and can be forwarded to the up-to-date node lo-
cation.

6 Conclusion

In this paper, we proposed Tribe, an indirect routing
strategy which is unsupported by an underlying IP infras-
tructure. Tribe is generic, self-organizing, and indepen-
dent of IP-like addressing limitations. Tribe provides a dis-
tributed routing strategy: given a node’s �-bit identifier, it
determines a home node, which is responsible for storing
the node’s location information. Each node is assigned a
control region which reflects its relative location and serves
to identify the range of virtual addresses to which this node
will serve as the home node. comprised within its region.
During node mobility, Tribe keeps the correct execution of
the routing procedure and ensures that the former neigh-
bors of a mobile node remain reachable through some valid
path. Additionally, the Tribe’s region reassignment allows
to uniform the region partitioning and to achieve load bal-
ancing. Features of Tribe include its simplicity and the inde-
pendence of geographic positioning or hierarchical model.
Future works include node failure and treatment of node
heterogeneity capabilities.
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