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Machine Learning models are increasingly more employed to 

in the humanitarian sector to inform decision-making

Ensure fairness, transparency, and accountability in model 

development and deployment
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Unemployment rate per Gender:

Male: 5.5%

Female: 9%









Well we can predict unemployment with 74% AUROC. Cool! 
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Can we ensure that the machine learning model is fair? 


Can we avoid discrimination?









With Fairness Through Unawareness we do not avoid discrimination



What is “Fairness”?



Pedro Saleiro, Benedict Kuester, Abby Stevens, Ari Anisfeld, Loren Hinkson, Jesse London, Rayid Ghani, Aequitas: A Bias and Fairness Audit Toolkit, 
arXiv preprint arXiv:1811.05577 (2018)







Impossible to satisfy more that one fairness metrics at once  

“Fairness and Machine Learning”, S. Barocas, M. Hardt, A. Narayanan, 2022, https://fairmlbook.org/ 



Parity of Opportunity

Disparity threshold 80% with respect to a reference group

where Y and  𝑌̂  represent the real and predicted target values respectively (1 represents the ‘unemployed’, 0 the 
employed)



Adaptive Threshold

with     at 0.5 to favour precision















Conclusions

• Fairness through unawareness does not suffice


• Models with good overall accuracy aren’t always efficient in humanitarian 
domain


• Easily generalisable approach to any fairness metrics, demographic 
feature, and digital data
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True 
Negative

Precision = Of all the positives 
how many are truly positives?


Recall = Of the real positives, 
how many are predicted 

correctly?

Machine Learning and Vulnerable Populations



LightGBM

10-fold stratified x validation

balanced weighting


